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Human Plausible Reasoning
Executive Summary

During the second year of the contract our work centered in four areas:

1.

We completed a computer model embodying the theory of plausible reasoning
developed in the paper by Collins and Michalski entitted "The Logic of Plausible
Reasoning: A Core Theory” to be published in Cognitive Science. The simulation
model was developed by Michelle Baker and Mark Burstein, and is described in
detail in the rest of this report.

. We wrete a paper describing the simulation model entitled “Implementing a

Theory of Human Plausible Reasoning™ by Michelle Baker, Mark Burstein, and
Allan Collins, which was presented at [JCAI in Milan [taly, and appears in the
Conterence Proceedings of IJCAI-10, 1987. This paper constitures the bulk of this

report.

. We constructed two small data bases, one on grain growing (shown in Table |

below) and one in economics. These were implemented in the system in order to
test out what plausible inferences the system draws given incomplete information
about a given domain. In addition to the kind of data shown in Table 1, various
mutual dependencies (e.g. precipitation A urmigation <--> water supply) were also
included in the data base wn order to constrain the plausible inferences drawn.

. We ran four expert reasoners with little knowledge of geography in an experiment

using the grain growing data base shown in Table | below. Subjects were asked to
specity first what mutual dependencies between the variables shown they knew
about a priort. Then they were asked to try to guess the values of the unspecified
variables and to explain the basis of their reasoning. Their plausible inferences
will be directly compared to the plausible inferences made by the computer model
over the same data, and where there are systematic differences the computer model
will be refined accordingly.

Aé&esslon For
NTIS  GRASI

DTIC TAB

Unannouncod 0

Juztification . ]

By

totribution/ _

Availability Codes
Avell and/op

Dist Spoocial

"




1. INTRODUCTION

Over the last 15 yaars, Collins and his colleagues (Carbonell and Collins, 1973, Collins et al., 1975,
Collins,1978a, Collins,1978b)have collected and categorized a wide variety of human piausible inferences
made from incomplete and inconsistent information. This work led to the development of a partial theory
of plausible inference (Collins and Michalski, in press) for situations where the most appropriate or
specific information was not available. This paper describes some current work in progress, the
development of a computer simulation of a portion of that theory. Our goal is to use the simulation as a
means of testing and refining the theory.

The popularity of expert systems has generated great interest in developing techniques to reason with
uncentain information. To date, research on reasoning under uncertainty has emphasized the rele of
statistical theory. (Pear, 1986, Duda et al., 1976). Unfortunately, in most real-worki problems neither the
data nor the inference rules themseives are known to apply with precise certainties. Methods of
combining uncenain evidence from multiple sources are also often required. With the exception of Cohen
(Cohen, 1985), it has usually been assumed that the appropriate certainty parameters and the methods of
combination were independent of the type of inference performed. Furthermore, these techniques usually
require some form of closed world assumption for correct interpretation. Unfortunately, in most real-worid
situations, the available information is incomplete as weil as uncertain. People deal with this problem
continually, and quite effectively, using techniques for reasoning by similanty, reasoning from negative
intormation, and reasoning from their own lack of knowledge about particulars (e.g., "I would know it it
Ronald Reagan was 10 teet tall.") it is these kinds of inferences that we seek to model.

Coliins’ theory ¢f plausible reasoning is based on a corpus of people’s answers to everyday questions
(Collins,|978b). In general, he found that these answers had the following characteristics:

1. There are usually several different inference typas used to answer any question.
2. The same inference types recur in many different answers.

3. People weigh different evidence {and difterant kinds of evidance) they find that bears on a
quaestion.

4. People are more or less certain depending on the certainty of their information, the certainty
of the infarences used, and on whether diffarent inferences lead to the sama or opposite
conclusions. .

Also apparent from the protocols is that subjects faced with answering a question for which they have
o specific ¥nowledge launch a ssarch for relevant information that they do have. As relevant pieces of
information are tound (or are found to be missing), they trigger particular types of inlerences. The type of
infgrence appled is daterminad by the relation batwean the information found and the question asked.
For exampia, when a tutor was asked whether they grow coffee in the Liancs region of Colombia. he
responded:

| Gont think that the savanna is used for growing coflee. The touble i the savania has a rainy ssason

and you can't count on fein in genersl. But | dont know. this area around Sao Paulc (in Brazil) is cotles
region, and it is sort of getting into the savanna region there.

(nitiafly, the tutor s2id no because he knew that coffeo growing depends on factors like ranfall,
temparatune, £oil, etc. and the savannas do not have the comect value on the rainfall tactor. (This is calied
@ denvation from mutual impiication in the theory.) Secondly, he did not know specifically that the Lianos
was used for coffee growing, and beteved that he would know if it was (lack of knowledge). Later. he




backed off when he found positive evidence; i.e., that the region in Brazil was near an area where coffee
was grown (a similzrity transform). His final answer weighed all of these piecos of evidence together,
albeit inexactly. -

In the remainder o¢ this paper, we will describe an initial impiemantation of one part of Collins’ theory of
plausible reasoning, based on exampies ike this one. Initially, we have concentrated on modeling the
class of functional inferences, where the infarence is based on a functional devendence such as that
cotfee growing depends on climate and vegetation.

The primary purpose of the system is to act as a testbed for the theory. As such, it is not designed to
produce one °right® answer, but a number of piausible positive and negative inferences each of which
may be a weak (or not so waak) reason for beliaving that the question asked could be answered in a
particular way. Qur goals are to demonstrate that the theory produces only plausible answers, to develop
ways of searching memory for the kinds of relevant information that are needed in order to apply each
inference typ~, and to investigate methods for combining the various kinds of evidence that are produced.

The Flausible Reasoning Simulation System (PRSS) we have developed is thus quite different from
other systems that have beon daveloped to reason with incomplate and/or uncertain inforrnation. Since it
is intanded to sirulate human reasoning, it genarates multipie proofs of both the truth and the faisity o a
given proposition. The types of inferences inade depend on the particular information found in memory,
ano the nature of their ralevance to the quastion asked. Finaily, the certainty of the overali conclusions
reached depends on both the certainty of the evidance and the types of inferences used.

2. AN EXAMPLE
To give a sensa of the behavior of the simulation system, consider how it behaves when asked a
question like *Does coffes grow in Llanos?”.

(? crop :of llanos = cotfee)
D DIRECT EVIDENCE TOUND.

TRYING WRKSATIVE IMPLICLTION FROM:
CRGP » COVFEE wwe> RAINFALL » HIGH (certainty .8)

Sincy HIGH is not a known vglue for RAINFALL (LLAKOS) .
and get of valuas for RAINFALL (LIAMNOS) is CLOSED.
Conclude that COFTEL ie not a value for CROP (LLANOS)

with MEDIUM certainty.

TRYING ARGIMCNT AASED DEDENDENCY Ti:NSFORMS. ..
LIANOS acd SAO-PAULO match on CLTMATE. (sim = 0.8)
1IANOS and SAO-PAULO match on VELETATION. (#ia e« 0.6)

Ceing & SIM transform:
Since CLIMGTE and VEGEITATION <mem:- CROP
and SAD-PAULO ie eisilar to ILLANOS with respect to CLIMATE
and VIGETATION. (eim = 0.7)
and CROP (BAO-PATIA) » COFFLE
Conclude that CROP (LLAMOS) = COFFRE is TRUT with MIDIUM certainty.

Tvidance is evenly sixed. I cannoct make a judgemsnt .




For this example, PRSS finds two kinds of evidence. First, it reasons from the implicaton that coffee
growing requires heavy rainfall, and from the fact that it does not beliave the Llanos to have heavy
rainfall, that the Llanos is not a coffee growing region. This conclusion is given medium certainty primarily
bacause of the certainty of the implication. Secondly, it finds that the SAO-PAULO raegion does have
coffee as a crop and matches Lianos on CLIMATE and VEGETATION, two variables involved in a mutual
dapendency with CROP. Since the evidence 18 évenly divided, no final conclusion is reached.

3. SYSTEM OVERVIEW
Unlike an expert system, which must generate a soiution, PRSS tries both to verify and disconfirm each
proposition that it is given as an input question. Some examples of the kunds of queries the system may
recaive as input are:
(? CLIMATE :OF ENGLAND := TEMPERATE)

(? FLOWER-TYPE :OF HOLLAND := ROSE)
(? WATER-REQUIREMENT :OF ROSE := HIGH) .

The system responds to each query with a determination of whether tha statement is TRUE or FALSE
along with an estimate of the certainty of its answer and an explanation of its reasoning. Whean presented
with a Quary the system first checks whether it has the answer stored directly. if so, the answer is
returned along with tha certainty that was recorded at the same time the fact was recorded. I it does not
have the fact stored it attempts to use every plausible infarence for which it has adequate information and
explains what it is doing as it performs each inferance. The evidence from each plausible inference is
then weighed together to ganerate a final guess of TRUE or FALSE along with the estimated certainty of
that guess.

In general, people use many difterent, possibly independant, arguments to convince themselves of the
truth or faisity of a proposition. R is a bit ke using a theorem prover that retums every possible proot.
Unlike Bayesian inference networks (Peari, 1986), which can ba viewed as combining probabilistic
evidance from multipke proofs to vty the truth of a proposition, our system tries ' prove both the truth
and, saparately, the falsity of a proposition in as many ways as are possibie given the information
available. )

Esch inferance made by PRSS is like a prod! in that it may require backchaining o generate
iformation necessary for the top level intarence. Each top level inference (i.e. proof based on uncertain
information) becomes a separate bit of evidence. Proofs that the quary proposition are true are gathered
togethar as evidenco for the proposition and prools of falsity are pooled as ewidence against the
propositon. Each bit of evidence has a certainly parameter that has been derived by combining the
certainty parameters of the stored propositions used and paramaiers that measure the goodnhess of
matches required in the applcations of inference rules. The final pudgmant and the system’s certainty of
that judgment depend on the cenainties of the evidencs and on how contradictory the evidence was.




4. THE KNOWLEDGE BASE

We have tried to model the system on the behavior of people when generating functional inferences.
This has required a highly redundant, crossreferenced memory organization. The knowledge
representation system we developed for this purpose provides mechanisms for automatic crossreference
of every input proposition, aliowing for redundancies in set/'subset relations, and multiple indexing of
declarative inference rules. Coliing and Michaiski's theory assumes that inferences are made when
relevant information is found by a parallel ssarch for information associated with the argument and the
referent of the query. While our current simulation does not do this directly, we have implemented a set
of specialized search routines that collect ali information potentially useful for (possibly several of) the
interence typos so far impiemented.

PRSS has a database consisting of propositional knowledge and functional relations (implicatons and
mutual dependencies), organized in a multiply-indexed semantic network. In the existing implementation
each proposition is a binary relation. We are currently working on extending the representation to include
structured objects and n-ary relations.

Collins and Michaiski (in press) identified four different certainty parameters associated with the
propositons or declarative knowladge in this network. Two parameters, centainty and frequency are
associated with @ach propaosition in the knowledga base. For example, we might have

CLIMATE (AFRICA) = TEMPERATE, frequency = .3, certainty = .9
CLINATE (AFRICA} = TROPICAL, frequency = .5, certainty s HIGH .

Following the notation of Collins and Michalski (in press), we call the predicate a descnptor, which,
together with its argument (here, AFRICA) forms a term. The predicate CLIMATE is the descriptor.
mapping its argument (a place) to various referents (vaiues for climates). The certainty parameter is a
measure of degree of certainty that a statement is belicved 0 be true. The frequancy parameter
measures the estimated proportion of the referent out of all possible referents far that descnptor and
argument. The exampia above represems the belief that 30% of AFRICA is tempaerate and 50% s
tropical?

In addition to certainty, a likalhood parameter is attached to each implication and dependancy. For
ox imolo we might have the dependancy,
For all Places p.

TEXPLRATURE (p) <w=wa> LATTITUDE (p)
cectainty = .9 ,likelihcod = HIGH.

whene the kkethood is intended to be 8 measure of the conditional probability of the right-hand side
given the laft hand side. For an impiicalion lika the one below, it is 8 measure of the kkelihood that the
nght hand sida of the implication s in the given range when the leR hand side is in its specified range.

For all Places p.
GRAIN(p) = rice w==> rainfall(p) = bheavy

Tomeeponding to the al'some Gatnction in g
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certainty = .9, likelihood = HIGH.

The tourth type of certainty parameter stored with the declarative knowledge of the system is
domingnce. A dominance parameter is associated with every set/subset link in tha system. it measures
the proportion of elements in the subset out of all elements in the set. For example, PART-
OF(ENGLAND) = SURREY would have low dominance, since Surrey is a small part of England.

5. MULTIPLE TYPES OF INFERENCE

The current varsion of PRSS implements three basic types of functional inferences on statements
retreived from its memory, depending on the kind of dependency found and the resulting kind of
contextually-based similarity match required. The three types are functional analogies, whi. are based
mutual dependencies between descriptors, implication inferencas, and sat/subsst inferences.

In the example below, we show how the system is able to construct thres separate "proofs” that the
climate of England is temperate. Given the data in memory provided for this example, the System is
unable to construct a single proof that the climate of England is not temperate.

(? climate :of england := tamperate)

Using an Inheritance tranaform:
Since ENGLAND = PART-OF (EUROPE) (dom = LOW)
An¢ BUROPE has CLIMATE = TENPERATE (certainty = BIGH)
Concluda that CLINAIEL (ENGLAND) = TEMPERATE is TRUE with MED certainty.

Using an Implication transform:
Since IATITUDE = SECOND-QUAD or THIRD-QUAD swm> CLIMATE = TEMRERATE
and LA, .TUDL {ENGLAND) = THIRD-QUAD
Conclude that CLIMATE (ENGLAND) = TEMPERAIE ia IRUE vith WEDIUM certainty.

TRYING ARGOMENT BASED DEPENDENCY TRAMSFORWMS. ...
Using a SIM transform I reason:
Since LATITUDE <=mm> CLIMATE
and ROLLAND is similar to KENGIAND with respact to LATITUDE. (sim = 1.0)
and CLIMATE (ROLIAND]) e YTEXRERATE.
Coacluds that CLIMATE (ENGLAND) = TEMPERATE ie TRUE with WMEDIUM cextainty.

TRYING RIFIRENT BASED DEPENDENCY TRAMSFORMS.....
Insufficient Information Available.

I coccluds CIIMATE (RNGLAND) = TEMPERAIL. (certeinty = MIGH).

One genoral class of tunctional inference is called statement transforms (Collins and Michalsk:, in
press). This type of inference requires a deciarative rule calied a dependency. in the example above. an
analogy is made batween England and Holland. The system is aware of a general relationship tha! the
cimate of a place is depancant upon the lattude of a place. In order to daterming whather a spectiic
refation @xists between a labtude in the third-quad (45-67.5 dog.) and a temperate climate the system
must find an instance analogous to England which is known to have a tamgparate cimate. Holland 1s such
an instance. Since Holand and England have the same laftude the system can conckide that Engtand
¢an have a temperate dimale as well




Argument-based Transforms
GEN: flower-type(Burops)={daffodils, roses...}

SPEC: flower-type(Surrey)={daffodils, roses...}
SIM: flower-type(Holland)=(daffodils, roses...)

DIS: f£lower-type(Brazil)d¥{daffodils, roses...}
Reference-based Transforms
GEN: flower-type(England)={tamperate flowers...)}

SPEC: flower-type (England)=(yellow-zroses...}
SIN: {lower-type(England)={peonies...}

DIS: flower-type(England)#{bougainvillea.. }

Figure 5-1: Eight Transforms on “Hlower-type(England)={Daffodils, roses...}

Within the class of statement transforms, Collins and Michalski (in press) descrioe eight different kinds
of transforms, four argument-based transforms, and four reference-based transforms. The eight
interence transforms were derived by considering concapts related to the ones mentioned in the question
asked, where the relationship could be any of genarakization, specializaticn, similanty, and dissimilanty.
Each of these operators cauld be applied 10 either the argument of the refe.rent in the quastion statement,
giving the total of sight specific transforms. Figure 51 gives an example of each of the eight tra~sforms
for the statement FLOWER-TYPE(ENGLAND)={daftodils, roses...). The overall certainty of an inference
based on ane oi these transforms depends on the dagree of similanty or typicality of the concapts related,
as compared along the dimensions specified in the dependency used. and the degree of canainty of the
dapendancy itseit.

The dependency used in the exampia above can be described in the predicate calculus as.

V pl.p2.1.c PLACR(pl) A PLACE(p2) A
LATITUDE(pl.1} A LATITUDE(p2,1) A CLINATE(p2,c)
==> CLIKAZTE (pl.c)

i.. if two placas match on lahitude then they will match on cimate.

The simpiest type of functional inference is based on a type of dectaralive infarance rule caled an
impiication. mpicalion inferances can ba used to infer vakias for propartias on the basis of other
proparties of the same concept. Since the pracise rslation is compietely specified in an impkcation. an
analogous Instance is not required for its appiicaton. The implication used in the exampie above . 1 be
expressed using the predicale calculus as,

VY x, PLACE(xX) A LATITUDE (x, THIRD-QUAD) w=w=> CLIMAYE (x. TEMPERATE)




In the next example, the system first generates an argument-based statement transform using a
dependency whose consequent is the queried descriptor, FLOWER-TYPE. It finds a place where tulips
are grown (Holland) and compares that place to Venezuela on the antecedent descriptor of the
dapendency, CLIMATE. Since they do not match, it concludes that tulips don't grow in Venezuela. The
second inference is a refarence-based transform. Here, a dependency is required whose consequent is
the inverse of the query descriptor FLOWER-TYPE (i.e GROWS-IN), since one needs to find a tiower that
grows in Venazuela and which is similar to tulips with respect to the factors that affect flower growth in a

place.!

(? flowar-type :of venszuela := tullp)

TRYING ARGUMENT BASED DEPENDENCY TRANSFORMS. ...
Oaing a DIS transform [ reason:
Since CLIMATE <sm=> FLOWER-TYPE
and BEOLLAND is dissimilar to VENKEIUELA with respect to CLIMATE.
(sim = -1.0)
and FLOWNER-TYPE (HOLLANDG) = TULIP.
Concluda that FLOWER-TYTE (VENE2UELA) = TOULIP is FALSE with LOW certainty.

TRYING RIFERENT BASED DEPENDENCY TRANSFORMS... ..
Using & DIS transform I reason:
Since CLIMATE-OF <sw=> GROWS-IN
and BOOGRINVILIEA is dissimilar to TULIP wvith respsct %o CLIMATE-OF.
{sam = -1.0)
and GROWS-IK (BOUGAINVILLEA) = VENZZUELA.
Conclude that GRCWS-IN(TULIP) w VENRZUELA is FALSE with LOW certainty.

I camclude TULIP IS NOT FLONER-TYPE of VEMEZOLLA. (cartainty = MED).

6. COMPUTING THE CERTAINTY OF AN INFERENCE

Each of the examgles shown so far involves several types of inference, and the certainty of each
infgrence is based on a combination of several certanty parameters and a sumulanty or typicakty maasura

The two similanty parameters computed by the matcher are similarity and typicality. At present,
thase two parameters measure the qualty of a maich and are computed in exactly the same way. The
ditference batween them is that typicality ar Vs when a proparty (properties) of a set is being matched
with those of a subset and simsianily is comp 'ed as the quality of a match batwesn two subssts. in the
theory, similanity (or typicaiily) measures the quakty of the maich eithes ot a singie faature or of a bundie
of teatures.

(n the cument implementation we compute the similarity (or typicality) of a sing'e featura with muibple
known vaias by an um mode! type algonthm.® The similanty parameter is currenty computed as the

The syrlam uces a KnowhaGge reprscantabon n which the deacnptor defindans may tpecly 3 owese  The desingler
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probability that two values for a given feature, chosen at random within their frequency distributions,
match or mismatch.

The certainty of each individual inferanca is currently computed as the miinimum of alf the certainty
parameters and match caentainiies used. This includas the certainties associated with every proposition
used, tha centainty and the likelihood of the inferunce rule and similanty measure retumed by the matcher.

Once the system has constructed evary possibie proof for 2 given proposition it must determine
whether the proposition is true or false and estimate the certainty of its guass. Currently this is done by
weighing the evidence for the proposition with the evitencs agaiinst that proposition. The canainties of ail
of the positive conclusions are combined, ang ail of the negative conclusians are combined. Muitiple linez
of evidence in a given direction increases the certainty of the conclusion for that direction. The fins
judgment is the direction with the greater certainty, and the cenainty of that judgement is downwe . ted
by the certainty of the conclusion in the opposite direction.

7. CONCLUSION

This work is still in its early stagez. and yst already we see a number of interesting issues that will
require further study. To date, we have not ru.: the simulation with large numbaers of facts in memory, and
we forsae that this will cause the nu/nber of inferences the system makes to grow exponentially. Claarly,
techniques will be needed to control this growth, such &s the fikering of weak and redundant inferences,
the use of prototypes when many similar examples exist, and more sophistocated representations ror
complex depandancies and implications. We aiso need to develop hetter and more efficient technmiques
for similanty matching, if we are to do matches on many contextual features at once. As the made!
continues to develop, wa wili alse hegin » new round of protocol axpenmants, in ordar to test our mr-gl,
and answer some of the questions discovered by computer madaling.
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Table

-

Incomplete Data Base on Grain Growing inm Different Countgries

et

2xe | MR8 15 oo |Grown |River?| Balon |Rescriotion | Iwpe | Bame | leuann
Brown Hot .
Afghanistan ? NOME | ? ? ? Grey Very Hot | Mountains
Moderate .. |Dark Brown
Angola ? Abundant| Corn | YES [ Abundant Summer Rain Grey Hot ?
Dry Moderate _ i ( ? 2 Plains
Egypt Climate lirrigated) | Wheat [ YES IVery Light Grey Very Hot
i Wid Winter Lowiands
; Subtropical Moderate Lona S 2 owia
Florida Humid Trop. ? Corn ? Adundant Z?.n‘:um,r ? Plains
Semi-Arid . . . .
lran Moditoranean ? K ND Light Winter Rain Grey ? ?
Mild Winter Compilex Miid Mountains
; ? : )
ttaly Mediteranean| Moderate YES ? I-v!z:\ :m Red-Yellow Hot Plains
Humid Rice Abundant| No Winter ? Hot Mountains
Java Tropics ? Corn NO Vary Wet Even Rainfall Lowiands
Mid Winter Red-Yeliow Lowlands
isi Summar ?
Louisiana | Subiropical|Abundant| 9 YES ? ;m el Black Plains
Peru Highland ¥ ’f’a'; Corn ? VG'Y Lightl summer Rain| Complex ? Mouatains
Arig _1eatedl Rice Light
Dark Brown
Sas Dry Wheal . . . Cool
AW | Climate ? OasRye | TS | Light | Winter Rain mt Mild Plateau
Rice Hot Lowiands
Upper Volta ? Abundanti yeio. YES | Very Wet ? ? Very Hot Piains
- Humid . Ri Abundant| No Winter
Waest Indies ice i . Hot ?
Tropics Abundant Corn N Very Wet |Even Raintall Red-Yellow




